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About Bodywhys 

Founded in 1995, Bodywhys – The Eating Disorders Association of Ireland - is 

the national voluntary organisation supporting people affected by eating 

disorders and their families. Bodywhys provides a range of non-judgemental 

listening, information and support services, professional training, literature, 

podcasts and webinars. Other aspects of the organisation’s work include 

developing professional resources and collaborating with social media 

companies to respond to harmful online content and working with the 

mainstream media to create awareness about eating disorders. Bodywhys 

develops evidence-based programmes to promote positive body image and 

social media literacy in children and adolescents, as well as school talks and 

educational resources. Bodywhys is the support partner to the HSE’s National 

Clinical Programme for Eating Disorders (NCP-ED), which delivers specialist 

public services in the Republic of Ireland. 

Current submission 

Bodywhys welcomes the opportunity to further address the issue of online 

safety, following our earlier submission to Coimisiún na Meán in September 

2023.1 We welcome that the Code will be binding, prioritise user safety and 

increase accountability. 

Social media, online harms and eating disorders 

We previously outlined some of the harmful effects of pro-anorexia material 

and social media in our 2023 submission. In the current document, we wish to 

note additional evidence-based concerns. Pro-anorexia coaches have been 

documented as targeting vulnerable people with eating disorders, including 

seeking sexualised communication comparable to online grooming.2 For 

users, pro-eating disorder online spaces can be a means of facilitating their 

eating disorder practices, such as food intake, exercise, lowest weight and 

current weight.3 Viewing fast-food advertisements, clean eating content and 

eating videos may be associated with disordered eating and body image 

concerns.4 Other potential effects include social comparison, internalisation of 

thin and fit ideals, self-objectification, which, in combination with other factors, 
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create what’s been described as a self-perpetuating cycle of risk.5 Fitness 

related accounts may promote unrealistic and unhealthy body shapes, 

sexualisation and objectification.6 Content moderation through technical 

efforts aimed at addressing problematic hashtags, or hiding ‘likes’ does not 

resolve long-established issues on social media.7 Content moderation of pro-

eating disorder (pro-ED) material is challenging. Users are often aware of 

potential steps to counteract and remove such posts, with some account 

profile biographies disavowing pro-ED identities and practices, whilst also 

communicating in a way that they can be found and read by like-minded 

peers.8 

Responses to Consultation questions  

Question 2 

We agree that user-generated content is indissociable from user-generated 

video and that video-sharing platform services (VSPS) must take action to 

prevent and reduce harm as required by the Online Safety Code. 

Question 3 

The definitions provided are useful and highlight a range of risks and 

behaviours which may cause significant harm to children.  

Concerns about the impact of social media are not solely confined to a 

potential impact on mental health. For example, a recent European report 

focused on the implications for child development, such as increased 

aggression, risky and unhealthy behaviours and that algorithm-based 

recommendation contribute to risk towards children.9 This report noted that 

children routinely encounter harmful content, they may be at risk of extortion, 

harassment, exploitation, cyberbullying and that their values and attitudes 

may become distorted. The report further observed that whilst children may 

feel quite confident in managing risks online, they do not always have good 

awareness of risk or coping strategies for unfamiliar situations. 

We wish to comment on the reference to feeding disorders in the Code. 

Feeding disorders, such as impaired oral intake, or issues which delay 
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feeding milestones, difficulty in transitioning food/liquids from the mouth to the 

oesophagus, are distinct from eating disorders. Feeding disorders do not 

feature some of the core eating disorder psychopathology, such as low body 

image, a drive for thinness, drive for muscularity, fear of weight gain, fear of 

being at a healthy weight, bingeing, purging and over-valuation (sic) of shape 

and weight and a risky use of physical exercise. Currently, there is no in-depth 

literature base indicative of the promotion of feeding disorders as a form of 

online harms. Nor has the encouragement of feeding disorders in the online 

space emerged as a public concern. Therefore, it may be challenging for 

VSPS and Coimisiún na Meán to specifically determine what is representative 

of the harmful promotion of feeding disorders. 

Questions 6 and 7 

We agree that VSPS must identify what’s prohibited in their terms and 

conditions and that they must also highlight the potential suspension and 

termination of accounts. Transparency and clear language in terms and 

conditions are essential. Whilst not without potential limitations as a strategy, 

the suspension or termination of accounts may be a protective approach to 

eliminating and reducing the impact and sharing of harmful content. Given the 

speed and availability of the internet, and online word-of-mouth, concern can 

arise not just how and where harmful content is originally created, but that it 

may lead to others replicating, or encouraging a risky behaviour, or that it may 

increase pressure on individuals.  

Question 8  

We welcome the reporting and flagging requirements in the draft Code. We 

hope that this will benefit users, improve transparency and outcomes and 

experiences of the reporting process. The information provided on page 51-52 

is useful. We welcome that VSPS will have to meet targets and timelines. 
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Question 12 

Welcome that the Code outlines how VSPS must respond to complaints. 

Informing users about how decisions are made, and which policies are 

applied is essential.  

Question 18 

The European report we cited in response to question 3 notes that children 

may have gaps in their media literacy skills that may ordinarily protect against 

disinformation. This report helpfully highlights where media literacy sits at a 

European level, and it includes evidence that social media literacy can protect 

against the impact of consuming idealised body-related content.10 Adopted in 

May 2022, the European strategy for a better internet for kids (BIK+) 

highlights how media literacy and critical thinking can help children and young 

people to safely navigate the digital environment and to make informed 

choices.11 Concerningly, recent coverage from BBC News focused on 

children as young as 8 using skincare products after seeing them on social 

media.12 It is essential that media literacy strategies are further developed 

without delay. We look forward to Coimisiún na Meán sharing its work in the 

future. 

As noted in the European report: The influence of social media on the 

development of children and young people 

‘Children encounter issues such as unfair practices, clickbait strategies, and 

hidden marketing practices that contravene their rights and which are not in 

their best interests. Research shows that children are often ill-prepared with 

low levels of awareness of commercial practices and lack the critical skills to 

disaggregate marketing content in the context of their experience of social 

media.’ 
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Question 19 

We agree with the Code that children’s personal data must not be processed 

for commercial purposes. Apart from ethical principles, this is critical given the 

social, intellectual, and cognitive differences between children and adults.   

Question 20  

The language used to describe the handling of complaints in the Consultation 

document is clear. 

End of submission 

Jacinta Hastings, 

Chief Executive Officer, 

Bodywhys - The Eating Disorders Association of Ireland, 

Postal Address: PO Box 105, Blackrock, Co. Dublin. 

Office Tel: 01 2834963 Mobile: 087 2244001 

ceo@bodywhys.ie  

Think Bodywhys CLG, trading as Bodywhys - The Eating Disorders 

Association of Ireland, is a company limited by guarantee, registered in 

Ireland with a registered office at 18 Upper Mount Street, Dublin 2 and 

registered company number 236310. 

  

Bodywhys is also a charity (Charity Reg. No. 20034054) and holds CHY 

number 11961. 

Web: www.bodywhys.ie  

Office Tel: 01 2834963 

Helpline: 01 2107906 

Email support: alex@bodywhys.ie  

mailto:ceo@bodywhys.ie
http://www.bodywhys.ie/
mailto:alex@bodywhys.ie
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